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1 DIFFERENTIAL FORMS

1 Differential Forms

See also Wheeler. From a notational standpoint, I should do all of the exercises in
Ch. 14 of MTW. For an true and complete discussion of differential forms I should
write notes on MTW Chs.(2.5-2.7)(3.2)(3.5)

1.1 Vectors

A vector is a geometrical object which extends between two events in spacetime. In
other words, a vector is a line with a preferred direction in spacetime which also has
a definite magnitude. A very common way to visualize a vector in spacetime is by
imagining an arrow which points from one spacetime point to another. We choose
to represent this object with boldface characters such as v. Vectors are interesting
objects because we can represent them in a number of different ways depending on the
context. If, for instance, we are interested in writing down a vector which represents
the displacement between arbitrary spacetime event A and spacetime event B we can

express this as
VAB = B—-A (1)

The same arrow could also be written as a parameterized straight line
PN =A+XB-A4) (2)
Which satisfies P(0) = A and P(1) = B. Taking the derivative yields

PO =B~ A= P(1)~ P(0) = vap (3)

The above definition allows us to define the concept of a 1-point object i.e. a tangent

vector along a curve
dP()\)
—( =27 4
v (). 3

Most importantly we've written down this vector without any reference as to what
frame we are looking at this vector. This illustrates explicitly that the vector exists
regardless of the frame it is viewed in. If we choose to analyze the vector in a
particular Lorentz frame then we must choose a set of orthogonal coordinates which
allow us to express the vector uniquely. Say we choose four arbitrary orthogonal
coordinates eg, €1, €, e3. The spacetime points A and B as well as the vector vp
may now be written explicitly

A = (a%eq,a'e;, a’ey, a’es) (5)

1



1 DIFFERENTIAL FORMS 1.2 One-forms

B= (boeo, blel, b262, bgeg) (6)
VaAB = B—-A= (bo — ao)eo + (bl — al)el + (b2 — ag)eg + (bg — ag)eg
= ero —+ Uleg + U2€2 + 1}363 (7)
=v'e,

Again, we can rewrite the vector in terms of a parameterized straight line. Say, for
example, that we parameterize the worldline of a particle by its propertime 7, The
worldline is then expressed as P(7) and exists independently of a coordinate system.
If we wanted to express the position on the worldline at some value of 7 with respect
to some origin O of a particular frame we would have

P(r) — O =1(1)ey + ' (1)er + 2%(7)ey + 2°(1)es = 2*(7)e, (8)
Given this definition we can define the 4-velocity u
dP(r)  dx*(7)

u= dr dr

e, = u’(1)eg + u'(r)e; + u?(1)ey + u(7)e; (9)

1.2 One-forms

Now that we have introduced vectors we can introduce the concept of a “differential
form” or “one-form”. A one-form is a different type of geometrical object which
exists by itself, independent of a particular frame of coordinates. To understand what
a one-form is, imagine an infinite stack of flat surfaces spanning the x-y plane and
traversing up and down the z-axis separated by an arbitrary but fixed distance. Now
imagine we take a vector and pierce through this stack of planes. The vector, with
finite length, will only pierce through a finite number of planes. We can quantify the
number of piercings via a machine which take two inputs and outputs a single number.
In the first slot we input the one-form and in the second slot we input the vector.
The machine will output the number of times the vector pierces the one-form.

(o, v) = # of times the vector v pierces the one-form o (10)
Vectors and one forms are said to be dual when the following relation holds,

v-o = (o,v)="n,v'0" (11)

1.3 p-forms

1.4 Wedge product (A)

We define the notation )
Tl = 7 > 6T g (12)
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1 DIFFERENTIAL FORMS 1.5 Exterior derivative (d)

where the sum is taken over all permutations, 7, of 1,...,p and ¢, is +1 for even
permutations and —1 for odd permutations. Brackets [-- -] indicate antisymmeter-
ization over the indicies whereas parentheses (---) indicate symmeterization. For

example,
1 1
T(ab) = é(Tab + Tba) ir[ab} = §(Tab - Tba) (13)
The 1/p! factor ensures that the symmeterization is of strength one i.e. if we
symmetrize or antisymmetrize twice, the tensor remains the same T((4,...a,)) = T(a;--an)>
Tas--an)) = Tjay--an)- The symmetric and antisymmetric tensors resulting from the

tensor 1" are termed cotensors of T'. Generally a p-index cotensor W is an object
W =Wy, dz™t @ dat* @ - - @ da (14)

where W, ..., are its components with respect to the basis dz** @ dz"? ® - - - @ dx#".
If the cotensor is antisymmetric in its indices it will make an antisymmetric projection
on the tensor product of basis 1-forms dz*. To denote a antisymmeterized product of
basis 1-forms we introduce the wedge product denoted by A and define

dzt N dx” = dz" @ dx¥ — da¥ @ dx* (15)

dat N\ dz” A dx? =dat @ de” @ dx® + dz¥ ® dx’ @ dz* + dx® ® dat ® dx”

16
—dr" @dx’ @ dz¥ — dx° ® dx¥ Q dzt — dax¥ Q dx’ ® dxt (16)

Cotensors antisymmetric in p indices are called p-forms. Suppose we have a p-form
A with components A, ..., its expansion is given by

1

A= HAMM...”pdx“l A -+ Ndxhr (17)

A function is a special type of p-form with p = 0. We see that if given a p-form A
and a g-form B then they must satisfy

ANB=(-1""BNA (18)

1.5 Exterior derivative (d)

The exterior derivative d is defined to act on a p-form field and produce a (p+ 1)-form
field. On functions (0-forms) the exterior derivative acts as the familiar differential
operator

df = 0, fda* (19)
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1 DIFFERENTIAL FORMS 1.5 Exterior derivative (d)

More generally, on a p-form w = %!wmm...upda:“l A -+ Adztr it is defined by

1
dw = _(8VWM1M2...Mp)di A dl’“l A A dﬂj'up (20)

p!
From our definition of p-forms, the components of the (p + 1)-form dw are given
as

(dw)vpyoopy = (P + 1)Oppy o) (21)
i.e. the expansion of the (p + 1)-form dw in the coordinate basis we are using is given
by
1
(p+1)!
From these definitions we see that p-form A and a ¢-form B obey the Leibnitz
rule

d = <dw)u1-"ﬂp+1d$m A - A dgtett (22)

d(ANB)=dAAB+ (—1)?P AN dB (23)

The exterior derivative satisfies

ddQ) = 0 (24)

where € is any differential form of any degree p. This follows from the fact that d is
an antisymmetric derivative whereas partial derivatives commute. Explicitly

1
ddw = —'(6p6,,wul...up)dxp Adx” ANdz" N - A datr
P!
1
= —H(&,apwm...up)dx” Adx? Ndatt A - A datr

1

= __‘(apal,wm_,_“p)d;(;l’ ANdxP Ndx"t A - A dxr
p!

= —ddw =10

As an application of the above ideas in a familiar arena, we can look at Maxwell
Theory. The vector potential is a 1-form A = A,dz", and the field strength is a
2-form F = %F wdzh N\ dx” and can be constructed from the vector potential via the
application of an exterior derivative

1
F =dA=0,A,ds" Ndz" = §FWd$“ A dzx” (26)

from which we can see F),, = 20,,A,] = 0,A,—0,A,. This also implies dF = ddA = 0,
this is nothing other than the Bianchi identity:

1
dF = §8PFdep N dxt Ndx” = 0)pF,,) =0 (27)
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I DIFFERENTIAL FORMS 1.6 Hodge dual (x)

1.6 Hodge dual (x)

The Maxwell field equation can also be expressed (in its most elegant form) in terms
of differential operators with one additional notational definition. We first define the
total antisymmetric tensor density €,,...,,, in n-dimensions speficifed completely by
the statement

€012--n—1 — +1 (28)

The totally antisymmetric Levi-Cevita tensor is then defined as

Eﬂl“'ﬂn =V _ggﬂa“'ﬂn (29)

If we write n = ¢ + p, and take the product of two epislon tensors contracted on p
indicies

Em_“Mpyl“.VqEM'“uppl'“Pq — —p!q!(sl’jll:::l’jg (30)
where
P Pq
Oty = 900 o (1)

Note that the minus sign in Eq.(30) arises because of the negative eigenvalue of the
metric tensor in a spacetime of signature (— + +---+).

We can now define the Hodge dual operator x which maps p-forms to (n — p)-
forms:

*(dz" A - Ndatr) = ﬁeyl...ynp”l'"“”d:r”l A Ndxr (32)
Acting on a p-form w
*W = meyl...,,n_p““'“pwm...upda:”l A ANdamr (33)
such that the (n — p)-form *w has the components
P ]%!6,,1...,,”p“l”'“pwm‘..ﬂpwm...#p (34)

If we act the twice with *x on a p-form we obtain another p-form:
xkw = (—1)Pry (35)

where again n = p + ¢'. It can be shown that the operation xd xw is a (p — 1)-form
and is related to the divergence of w via

(kd H* W) gy = (—1)PTPV 0" (36)

!Be careful in spacetimes with time dimensions ¢ > 2, in which xxw = (—1)P4tw



1 DIFFERENTIAL FORMS 1.7 VIELBEIN

where V, is the usual covariant derivative built using the Christoffel connection.
With these definitions the source-free Maxwell field equations (V,F* = 0) can be
written as

d«F =0 (37)

Take for example the Hodge dual of a O-form f living in D spacetime dimensions.
The dual must be a D-form whose components are the Levi-Cevita tensor

*f=€= %eyl...wdx’“ A~ ANda'P = %V lglev, vpdx™ N -+ A dz"P (38)

Note:
EppopndT A - ANd"N = NN(da" @ -+ @ da™V 1) = dVa (39)
or
dztt A - NdatN = (—1) et gNyg = (= 1) N /| gldN (40)
Thus,

xf = dPz\/|glf (41)

The dual of a 0-form is simply the coordinate invariant volume element!

/fd(Volume) = /*f (42)
Now consider two p-forms A and B then,
1 1
*ANB=+xBNA=—|A-Ble=—|A-Bl|xf (43)
p: b

where

|A-B|=A,,.., B (44)

Hi-pp

verify this

1.7 VIELBEIN

By introducing a vielbein (German for “many legs”) we may “take the square root of”
a metric g,,,. A vielbein is a basis of 1-forms e” = ejjdz", with components e}, having
the property

v = Tab€ye)) (45)
where the indices a, b are a new type called local-Lorentz indices or tangent-space
indices and 74 is a “flat” metric, with constant components. The language of local-
Lorentz indices stems from the situation when the metric g,,, has the Minkowskian
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1 DIFFERENTIAL FORMS 1.8 Spin connection and curvature 2-form

signature. The signature of 74, must be the same as that of g,, so if we are working
with Minkowskian signature

Nab :dlag(_17+17+177+1) (46)

The choice of vielbeins e* as the square root of the metric is, to some extent, arbitrary.
Particularly we could perform an (psuedo)orthogonal transformation to get another
equally-valid vielbein ¢’ given by:

e = A%e (47)
where A%, is a matrix satisfying the (psuedo)orthogonal condition
nabAacAbd = MNed (48)

Note A can be coordinate-dependent. If the n-dimensional manifold has a Euclidean-
signature the n = 1 and Eq.(48) is literally the orthogonality condition (ATA = 1).
Thus, the arbitrariness in choice of the vielbein lies in the freedom to make local O(1)
rotations in the tangent space. If the metric signature is Minkowskian, one then has
the ability to perform Lorentz transformations in the tangent space. The Lorentz
transformation matrix may depend on the spacetime coordinates and thus is termed
a “local Lorentz transformation”.

1.8 Spin connection and curvature 2-form

We introduce the connection 1-forms w% = (w’),dz", and the torsion 2-forms
a _ lga v :
T = 3T5,da" N dx” defining
T = de® + wy A€ (49)

Next, the curvature 2-form is defined via
O% = dw® + W A W (50)

We note, adopting the matrix notation where local Lorentz transformations are given
by € = Ae, then

W = AwA™ + AdA! (51)
T' = AT (52)
0 = AOA™! (53)



1 DIFFERENTIAL FORMS 1.8 Spin connection and curvature 2-form

The torsion 2-form and curvature 2-form both transform nicely i.e. in a covariant
way under local Lorentz transformations, while the spin-connection does not. The
spin connection contains the characteristic inhomogenous term in its transformation
rule. To remedy this, we define the Lorentz-covariant exterior derivative D:

DV =dV% +w AV — w5 AVE, (54)

where V%, is some set of p-forms carrying tangent-space indices a and b. We see that
if V%, transforms covariantly under local Lorentz transformation, then so does DV'%,.
Here, we have taken the example of V%, with one upstairs and one downstairs tangent
space index for simplicity, but the generalization to an arbitrary number of indices
can be seen immediately. Insert general rule.

The covariant exterior derivative will commute nicely with the process of contracting
tangent-space indices with 7,,, provided that we require

Dnab = dnab - wcancb - wcbnac =0 (55)

Because we take 1y, = diag(—1,+1,...,+1) we have dn,, = 0 and thus we have the
condition
Wap = —Wha (56)

which is known as the metric compatibility condition. Note wy, = 14.w%. By imposing
this condition we are able to freely move the local Lorentz metric tensor 7,, through
the derivative i.e. [D,n,] = 0. In addition to the metric compatibility condition,
we can choose to work with a vanishing torsion 2-form. In which case we have
the following two conditions which determine the spin connection coefficients w®,
uniquely:

de® = —wh A e’, W = —Wha (57)

The unique solutions can be obtained by defining the exterior derivative of the
vielbeins e*

1
de® = —Ecbc“eb A e (58)

where the structure constants ¢,.* are antisymmetric in be by definition. The solutions
for wyy is then given by

1
Wab = Q(Cabc + Cach — Cbca>ec (59)

The procedure then for computing the curvature 2-forms for a metric g,,, with vielbeins
e® is the following:

1. Write down a choice of vielbein



1 DIFFERENTIAL FORMS 1.8 Spin connection and curvature 2-form

2. Take an exterior derivative and read off the coefficients c,c®
3. Using these structure coefficients, compute the spin connection using Eq.(59)

4. Substitute the newly found spin connection into Eq.(50) to compute the curva-
ture 2-forms

Each curvature 2-form has a tensor which is antisymmetric in two coordinate indices.
This is the Riemann tensor, defined by

1
0 = 3 (R")wde"da" (60)

We may always use the vielbein ej;, which is a non-degenerate n X n matrix in n
dimensions, to convert between coordinate indices 1 and tangent-space indices a. For
this, we need the inverse of the vielbein. sometimes denoted as E! (not necessary to
define a new symbol E* = g"n,eb) and satisfying:

Ebet =k, Ereb =op (61)

With this, we can define the Riemann tensor components entirely within the tangent-
frame basis as:
R%ea = EYEG(R) 0 (62)

If we choose to use the same symbols for tensors, we must pay close attention to the
indices and establish unambiguous notations to keep track of which indices correspond
to coordinates and which refer to the tangent-space. With these definitions, the
2-form curvature tensor can be written as

1
@ab = §Rabcd66 VAN Gd (63)

And as usual, from the Riemann tensor we can define the tangent space Ricci tensor

Rab

Rab = Rcacb (64)
and the Ricci scalar R
R=1n"Rg (65)
which have the following symmetry properties
Rabcd = _Rbacd = _Rabdc = Rcdab (66)
Rabcd + Racdb + Radbc =0 (67)
Ry = Ry, (68)



2 COVARIANT DERIVATIVES

2 COVARIANT DERIVATIVES

In general relativity the metric is promoted to a dynamical field variable. In the
presence of an energy density, the metric (spacetime) acquires off diagonal elements
resulting in curvature. We define curvature in terms of the parallel transport of
vectors along closed curves. In the presence of curvature, derivative operators do not
commute and upon traveling along a closed curve we find that the initial vector V'
does not remain parallel to the parallel-transported vector V/. When we speak of
parallel transport we mean that the vector is moved along the instantaneous tangent
plane to the surface along the curve.

We define the (covariant) derivative operator V, on a manifold M as a map which
takes each smooth tensor field of type (k,[) to a smooth tensor field of type (k,l+1).
That is, the derivative operator tacks on one more covariant index to the tensor field
with which it acts upon. The derivative operator also satisfies five properties

1. Linearity
Vc (OéAalmakbl...bl + BBalmakbl...bl) = Oéchalmakbl...bl + BVCBalmakbl...bl (69)

2. Leibnitz rule

Ve [Aalmakbl'“bzBalmakbl“'bz] = [veAalmakbl'“bz] Balmakbl“'bz+Aalmakb1-~bz [veBalmakbl“'bz]
(70)

3. Commutativity with contraction

V(A 7y, ) = Vg A" 7%y, (71)

4. Consistency with the notion of tangent vector as directional derivatives on
scalar fields. For ¢t € V,, where V,, is the tangent space at a point p of a manifold
M and f € T where T is the set of smooth function from manifold M into R.
I don’t really like this notation, should come back later and build up consistent
notation with MTW.

t(f) =t"Vaf (72)
Vuf (73)

5. Torsion free?
Vavbf - vaaf (74)

2This condition is not necessary, in the case it is not imposed, V,Vyf — Vo Vo f = =T u Ve f
where T, is antisymmetric in a and b and is called the torsion tensor.
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2 COVARIANT DERIVATIVES

Any “rule” V, for producing new vector fields from old and which satisfy the five
conditions above, is called by differential geometers a “symmetric covariant derivative” .
There are as many ways of defining a covariant derivative V as there are of rearranging
sources of the gravitational field. Different geodesics (free-fall trajectories) result from
different distributions of masses and thus different definitions of V. This raises the
question of uniqueness. From property (4) we know that any two derivative operators
must agree in their action on scalar fields. What about the next lowest ranking tensor
field? By comparing the difference of two derivative operators V and V when acting
on a dual vector field w;, we find that the difference (V — V) defines a map of dual
vectors at a point p to tensors of rank (1) at p. Thus, given any any two derivative
operators there exists a tensor field C¢y, such that

Vawb = @awb — C’Cabwc (75)

Where C°,;, = C%,. This displays the potential disagreement of V and V on dual
vector fields. For arbitrary tensor fields we find

bi--b = by-eb 2: by rbi--deb
VaT‘ ! kc1---cl = vaT‘ ! kcl---cl + C ZadT ! kq---q
)

E d b1---b
- C ac]-T ! lc1~~-d--~cl

J

(76)

Thus, the difference between the two derivative operators V and V is completely
characterized by the tensor field C¢,,. We see that, given only the manifold structure,
there are many distinct choices of derivative operator V, none preferred over the
other. However, if we are given a metric g,;, on the manifold, a natural choice of
derivative operator is uniquely picked out. With a metric in hand, it a very natural
condition for parallel transport seemingly pops out. Consider two vectors v* and u®.
If we parallel-transport these two vectors we would demand that their inner product
remain invariant. After all, parallel transport should preserve angles and magnitudes
between and of these vectors. If we consider a parallel transport in some direction w
in the tangent plane

Vw(gasv®t’) = (Vi gap) 0’ + Gap( V)’ + gapv®(Vu®) = 0 (77)
During parallel transport the components of v and « will remain the same (Vyv®* =

Vwub =0).
VU’V g gap = 0 (78)
Thus, the dot product of two vector which are parallel transported will be preserved

if and only if
vwgab =0 (79)

11



2 COVARIANT DERIVATIVES 2.1 Reimann curvature tensor

This condition uniquely determines V. We can prove this by again considering two
derivative operators V and V. From Egs. (76) and (79) we have

0= vagbc = 6a.gbc - Cdabgdc - Cdacgbd (80)
6agbc = Cdabgdc + Cdacgbd (81)
6agbc = Ccab + Cbac (82)

By renaming indices we also have

Vo = Ceta + Cape (83)
Vegha = Cac + Chea (84)

Adding the first two relations
Cuab + Chac + Ceva + Cave = VaGoe + Vilac (85)
2Cuab + Chac + Cate = Vage + ViGae (86)

Subtracting Eq.(84)

2C.ab + Chac + Cate — Cach — Chea = Ve + Vigac — Vela (87)
2C.ap = Vagee + Vigac — Vegba (88)
Cuw = %QCd (ﬁagbd + ViGad — @dgba> (89)

This choice of C¢; satisfies Eq.(79) uniquely. A metric g, then, naturally defines a
derivative operator V.

2.1 Reimann curvature tensor

Consider the parallel transport of a vector around a closed curve X* parameterized
as a function of A defined between 0 and 27.

As I said at the beginning of this section, we can use the path dependence of parallel
transport to define an intrinsic notion of curvature. We do a similar calculation as
above but for the action of two derivative operators. We find that the difference of
interchanged orderings of the derivative operators can be expressed as a rank (3})
tensor field.

Vavbwc — vaawc = Rabcdwd (90)

12



2 COVARIANT DERIVATIVES 2.1 Reimann curvature tensor

Rupe? is called the Riemann curvature tensor and is directly related to the failure of
a vector to return to its initial value when parallel transported around a small closed
curve. For an arbitrary tensor field

k
(vavb _ vaa)TCIMdelwdl — Z RabeciTcl..~e-uckd1mdl
=1

!
erpicy-c
g Reapa;, T "% gy e

J=1

(91)

The Riemann tensor has the following properties

1. Rabcd - _Rbacd

2. Ripg® =0
3. For the derivative operator V, naturally associated with the metric, V,g,. = 0,
we have
Rabcd - _Rabdc (92)
4. The Bianchi identity holds?®:
V[a}%bc}d6 =0 (95)

1

6(vaRbcde — VoRacd® + VoRead” + VeRapd — VeRpad® — VaRead®) =0 (96)

It is useful to decompose the Riemann tensor into a trace part’ and a ’trace free
part’. From properties (1) and (3) the trace over its first and last two indices vanishes.

3Note the notation

1
ORI ST A o
P =
where the sum is taken over all permutations, 7, of 1,...,p and §, is +1 for even permutations and
—1 for odd permutations. Brackets [---] indicate antisymmeterization over the indicies whereas

parentheses (---) indicate symmeterization. For example,

1 1
Tiap) = i(Tab + Tha) Tiap) = §(Tub — Tha) (94)

The 1/p! factor ensures that the symmeterization is of strength one i.e. if we symmetrize or

antisymmetrize twice, the tensor remains the same T{(q;...a,)) = T(as--an)> Lar--an])] = Llar--an]-
The symmetric and antisymmetric tensors resulting from the tensor 7" are termed cotensors of T'.
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2 COVARIANT DERIVATIVES 2.1 Reimann curvature tensor

However, the trace over the second and fourth (or first and third) define the Ricci
tensor, Ry
Rac = Rabcb (97)

The Ricci tensor is a symmetric tensor R,. = R.,. The scalar curvature, R, is the
trace over the Ricci tensor
R=R, (98)

The trace-free part of the Riemann tensor is called the Weyl tensor (conformal tensor),
Coabeq- For manifold of dimensions n > 3 the Weyl tensor is defined by

2 2

Raped = Cabed + m(ga[cRd}b = 9pfelaa) — (n—1)(n—2)

Rga[cgd}b (99)

Contracting Eq.(96) gives an important relation. First contracting a and e

1
g(vaRbcda - VbRacda + VbRcada + VcRabda - VcRbada - vaRcbda) =0 (100)

1
g(vaRbcda + vacada + vacada - chbada - chbada + Va}%bcda) =0 (101)

VaRped" + ViReq — VeRyg =0 (102)
Raising the d index and contracting b and d gives
V.R*+ VR —V.R=0 (103)
Or,
VG =0 (104)
where )
Gab - Rab - ERgab (105)

Gap 1s known as the FEinstein tensor.

Okay, so where does this lead us? Well, we now have the tools to compare arbitrarily
ranked tensor fields in different coordinate frames or on manifolds with perturbed
metrics. Let’s now express the Riemann curvature tensor in terms of arbitrary
connection coefficients. We start from Eq.(75) where we relate two differential
operators acting on dual vector fields

Viwe = Viwe — Chyowy (106)

14



2 COVARIANT DERIVATPVIKSONFORMAL TRANSFORMATIONS

Using Eq.(76) o
vavbwc = va(vbwc - Cwlbc("Jd)

— Cdab@dwc - C(dac@b("-]cl
— Cdab(]bcewd + Odabccdewc
+ Cdaccebdwe + Cdabcbcewd

The first term on the third line cancels with the final term leaving us with

(107)

vavbwc = 6a(@bwc - C(dbc(f‘-}d)
- Cdab(@dwc - C’cdewc) (108)
— O (Vywg — C%hqwe)

Taking the difference with V,V, and using the symmetry properties of C%,. (we see
immediately the second line will cancel because it is symmetric in ab)

(vavb - vaa>wc = <@av~b - ?b@aﬁuc - (@acdbc - @bcdac)wd
— C%e(Viywg — Cqwe) (109)
+ C’dbc(@awd - Ceadwe)

Of course we can rewrite (@aﬁb — @b@a)wc = Ribc

bc — ¢b and rename b — a

wq. In the last line we swap

Rabcdwd = égbcwd - <@ac’dbc - @bcda(:)wd
+ (Cdca@b - Cdac@b)wd (110)
+ (Ceaccdbe - Cebccdae)wd

Because this holds for any wy; we can drop this factor. The second line cancels
(C4,, = C%,.) and we are left with the following relation

Rabcd = RZbc +2 _6[(100!17]0 + Cec[acdb]e (111)

2.2 CONFORMAL TRANSFORMATIONS

Now we look to put it all together by comparing the quantities we have computed
above under conformal transformations. Let M be an n-dimensional manifold with
metric g, of any signature. If W is a smooth, strictly positive function, then the
metric Gg, = W2ga is said to arise from g, via a conformal transformation. Both

15



2 COVARIANT DERIVATPVIKSONFORMAL TRANSFORMATIONS

metrics obey the same causal structures. Their inverses are given by ¢ and §%° and
§** = W2 such that §*g,. = W2W 2¢g*g,. = §°.. Each metric is accompanied by
a derivative operator V with g,;, and V with Jap such that V,g,. = @agbc = (0. The two
operators are related via Eq.(76). Interchanging V and Vie. (@awb = Vawp — CCupwe)

we see that the connection coefficients Cy, are now given by Eq.(89)

1y ) )
Cap = 59 (Vodba + Vogaa — Vadsa) (112)

1
= §W7290d (Va(W?ga) + Vo (W?gaa) — Va(W?gsa)) (113)

Noting Vg, =0

=W (96aVaW + GuaVsW — goaVaWW) (114)
= ¢“(gpaVa 0 W + 9oV In W — g4, Vg In W) (115)
= 0%V In W + 6%,V In W — g%, Vg In W (116)
= 26°Vayn W — ggy, Vg In W (117

Of particular interest is the relation of curvature Rupe? associated with V and Rp.%

associated with V. We have already done this computation! The result is given in
Eq.(111)

Rabcd = Rabcd +2 [_v[acdb]c + Cec[acdb]e] (118)
= Rabcd - vaC’dbc + Vbc’dow + Cveacc(dbe - Cebccdae (119)
= Rabcd + (Ceaccdbe - Vacwlbc) - (Cebccdae - Vbcwlctc) 120)

Plugging in our derived connection coefficients from Eq.(117) explicitly term by
term

ViC% = Vo [(6%Vs + 6%V — g%94Ve) n W] (121)
=04 Vo (VyIn W) + 6%V (Ve In W) — g% g4 Vo (Ve In W) (122)

C°0cC% = (6°.V o In W5,V In W =g .oV In W) (6%, Vy In W69,V In W —g% g, V), In W)
(123)
=8 (Vo ln W)V In W + 6% (Vo In W)V In W — (Vo In W) gpeg? V In W

+ 6% (Ve n W)V In W + 6%(V. In W)V, In W — (Ve In W) gapg™ Vi, In W

— Geag™ (VM W)Vy In W — g000%g (Vy In W)V In W + (Vi In W) geag? Vi In W
(124)
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22 C@WARBRPANTNOEETRVAVERE WITH A COORDINATE FRAME

V0 = Eq.(121) with a < b (125)

CC%. = Eq.(124) with a < b (126)

Putting everything together and noting from Eq.(120) that the full expression is
asymmetric in a and b

Rape = Rape” + 264,V Ve In W — %6,V Ve In W
+ (Ve n W) V. n W — (Vi In W) gyg¥ Vy In W (127)

— gc[a5db] g/ (V.In W)VinW

Tracing over b and d gives the Ricci tensor

Rue = Rae — (n = 2)VoVeln W — g0eg®VyVeIn W

128
+(n—=2) (Vo ln W)V In W — (n = 2)g0eg™(Va) MWV, In W (128)

ac

Contracting the above equation with g% = W 2¢% give the scalar curvature

R=W7[R-2(n—1)g"“V,V.InW — (n —2)(n — 1)g"(V, In W)V, In W] (129)

Eqgs.(127)(128)(129) describe how curvature is changed by conformal transforma-
tions.

2.3 COMPUTING CURVATURE WITH A COORDINATE
FRAME

Given a metric in a coordinate basis, the computation of the curvature proceeds by
the following scheme:

T'~9dg

R~OTHIT
G 2 Tpop — T, 0T,

Ry .5 (130)
In the coordinate basis the components of the Christoffel symbol are given by

1 po a.gl/(T ag,uo - ag}U/

e, ==
" 29 |\ oer T ouv ox°

(131)
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2 COVARIANT DERIVAPIVEBORMING THE EINSTEIN TENSOR

Ruw,” = 8x”F vp axﬂr vo T 1%l = T (132)
14 a 14 a v o 14 o 14
R, = Ry, = _&BVP up — _8:1:“F vp 10 o — T oy (133)
m 0 Vi 0 Vi ap T ap TV
R:R,u = 8(1;VF “—%F V+F HP l,a—P I,F ap (134)

We note that,
v ]' Qo agVOC

v — ég Oxh (135)
Using the formula for the inverse of a matrix,
09ye 1 0g
paZIva = T 1
Jxt g Ozt (136)
And thus,
11 0g
e, =--—== 1

To compute the curvature via this method use the formula for ds? as a table of g
values. Then compute the six possible different I';i; = I'ji (40 in four dimensions)
from the formulae above (See MTW Box 14.2).

2.4 FORMING THE EINSTEIN TENSOR

There are a few equivalent ways to calculate the Einstein tensor:

1. Successive contractions of the Reimann tensor

R, =R, R=¢"R, (138)
1
G;w - R,uz/ - §guuR (139)

2. Forming the dual of the Riemann tensor and then contracting

_ 0 v o
Gop” = (xB%)ap” = €apu R |p01€”7° (140)
= —5’)075@,3WRW||M| (141)
Gg’ = Gop™ (142)
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4 COSMOLOGY

3. Or by using a combination of Eqs.(140)(142)
Gy’ =G5 = =" g R (143)
From Eq.(143) the Einstein tensor reads

G% = — (R, + R%y + R%y))
Gl = — (R0, + R%0; + R%s3)
G% = R”15 + R
G'y = R + Ry

(144)

with every other component given by a similar formula obtained by permutations
of indices.

3 Variational approach

See Valeria as well as MTW

4 Cosmology

See Ch. 27 of MTW

4.1 Newtonian Cosmology

Newtonian gravity as an effective field theory can be used when velocities are much
smaller than the speed of light (v < ¢) and the departures from flat spacetime are
negligible i.e. scales smaller than the Hubble radius H .

First we take a look at a familiar system (the heart and soul of every atmospheric/-
geophysical system), consider a non-relativistic fluid of mass density p (scalar field),
pressure P (scalar field) and 3-velocity u (vector field): in this system we have mass

conservation
dp

el . =0 145
5 TV (ow (145)
and momentum conservation
du 0
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4 COSMOLOGY 4.1 Newtonian Cosmology

The u - Vu term is the velocity advection and gives the local velocity change due to
the fluid motion (signs can be intuitively explained by considering the movement of
an air parcel in a pressure field). For u = 0 the above equations describe a static fluid
with p = p and P = P (barred quantities denote the unperturbed value). We are
interested in the time evolution for small perturbations around this static solution.
Assuming small velocities |u| < ¢, the perturbations

p=p+dp (147)

P=P+6P (148)

and expanding both the continuity equation and second law of motion to linear order
in the perturbations we find .
0p=—p(V-u) (149)

pu=—-VoP (150)
Differentiating with respect to ¢ in Eq.(149)
op = —p(V - 1) (151)
and plugging into the divergence of Eq.(150) we find
op — V2P =0 (152)

if we assume that the pressure is only a function of the mass density of the fluid
(barotropic fluid approximation) we can write

— T Sy = 2
oP = 5 dp = cop (153)

Plugging back in we find a very familiar result
op — V2%p =0 (154)

i.e. a class of differential equations whose solutions are propagating plane-waves
with velocity ¢. We can add gravity by including an additional term (force) into
the conservation of momentum equation. We introduce the gravitational potential
)

d B
pd—?zp(§+u-v)u:—vp—pv¢ (155)
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4 COSMOLOGY 4.1 Newtonian Cosmology

as well as the additional constraint equation describing the gravitational potential
due to some local mass density field p

V2® = 47Gp (156)

Following the same procedure as before for small fluid velocity’s and small perturba-
tions to the mass density and pressure fields we find

op — (V2 +4nGp)dp =0 (157)

The solutions to the above differential equation now obtains a scale-dependence — in
Fourier space V2 — —k? we have

. k2
5p — (k:?] 2 47er?) Sp=0 (158)
J

where k; = /4rGp/c plays the role of the relevant scale. We see that for large
k-number (small wavelength) modes k > k; we obtain the same wave solutions as
before but for small wave-number (large wavelength) modes we obtain a differential
equation of the form

op — K20p° =0 (159)

where £? = k?%c* which admits solutions of the form
dp x exp(£t/k) (160)

The final ingredient before we move onto the general relativistic treatment is to include
the expansion of space. To do this we just perform a coordinate transformation

x = a(t)x = r(t) (161)

We have the following relevant transformations

0 0
u=—X— —(ax)=ax+ax=Hr+v 162
where H = a/a (fractional rate of change of the scale parameter), and v = ax is
the peculiar velocity i.e. the velocity 'in addition to’ the velocity generated from the
expansion of space. The time derivative and spatial derivative become intertwined in
an expanding arena i.e. the time derivative at a fixed position x obtains an extra

piece due to the extra velocity of the expanding space

@@ ee)
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4 COSMOLOGY 4.1 Newtonian Cosmology

due to V, = a~1V,, we have equivalently

CIR O T

In these coordinates the continuity equation becomes

(%)rwr () =0 [(%) —Hx-vx] p+a Ve (pu)=0  (165)

using Eq.(162), the relations Vi - x = 3, Vi - (px) = 3p + x - Vp, and dropping the
subscript x’s for brevity

p+3pH+V-(pv)=0 (166)
Likewise for the conservation of momentum we find
0 P

(at +— v) u= —a_l% —a”'Vo (167)

and finally the Poisson equation becomes (V, — a=2V?2)
V2® = 47Ga*p (168)

The background (v = 0) solution is given by

5+ 3H5 =0 (169)
platt) = =VP - pVo (170)
you may recognize these from Eqs.(145)(146) where the dynamics are now coming

purely from the expansion of space.

We can now look for solutions of small perturbations around these background
fields: B )
p=p+dép, u=Hax+v, P=P+0P, &=+ (171)

Expanding the continuity equation to leading order in the perturbations gives

0
E((Sp) +3Hép+a 'V-(pv) =0 (172)
we can now introduce the density constrast
) t
o = 173



4 COSMOLOGY 4.2  General theory of small perturbations

%(ﬁs) +3Hpe+a 'V - (pv) =0 (174)

and use the background solution

é=—a'V.v (175)

This indicates, intuitively, that the changes in density at fixed x are being driven
by the divergence of the fluid velocity relative to the global velocity induced by the
expanding space. Likewise, the conservation of momentum equation gives

ap(v+ Hv) = =V§P — pVid (176)

we can again combine these two equations by taking the time derivative of Eq.(175)
H 1
E——V-v4+-V-v=0 (177)
a a
and subbing v from Eq.(176) and V - v from Eq.(175)

€ —2Hé— iQ (in(SP + v2(5q>> =0 (178)
P

a

Finally we suggestively rewrite the pressure and gravitational potential perturbations
as
6P = c*pe, V260 = 4nGa®pe (179)

giving the final form for the evolution of the density contrast
. . A, _
€ —2Heé— ;V +47Gp | e=0 (180)

This is also quite familiar given Eq.(157). We see that we get the expected modifica-
tions to the Laplacian from the scale factor as well as an additional ‘friction’” term
provided by the expansion of the space.

4.2 General theory of small perturbations

Now we turn to a more precise treatment of perturbation theory in the language of
general relativity. In principle, the cogs run the same way but now we are dealing
with perturbations of the metric and energy-momentum tensors i.e.

Guv = gwf + hw/ (181)
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4 COSMOLOGY 4.2  General theory of small perturbations

T}w = _uu + 51141/ (182)
and expand the governing equations
VT, =0, G, =8rGT,, (183)

to linear order in the perturbations. Looks can be deceiving as we’ll see...
We take g,, to be the flat Robertson-Walker metric with signature (—,+,+,+),
explicitly

goo=—1,  Gio=goi =0, gy =a’dy (184)
From here we could brute force compute the equations of motion from Einstein’s

equations and the conservation of the energy-momentum tensor (as Weinberg does) but
perhaps we can motivate the computation and make some simplifications first.

4.2.1 Metric perturbation SVT decomposition

First, we can express the perturbation to the metric as

hoo = —2A,  ho; = hijo = 2B;,  hiy; = 2E;; (185)

and perform a scalar-vector-tensor decomposition i.e.
B — 0.8 + B (186)
By = Ej; = Cb;; + 0,05 F + 04 By + By (187)

where the hatted quantities are divergenceless i.e. 9'B; = §'B; = 0, 8iEij =0 and
the tensor perturbation is traceless E! = 0 and

1 - 1, - R

See App.(??) for the conversion to Weinberg’s notation. We now find that the original
10 degrees of freedom of the metric have now been decomposed into
1. 4 scalar DOFs A, B,C, D

2. 4 vector DOF's Bi, E; (2 DOFs from each vector, divergenceless constraint
removes 1 DOF from each vector)

3. 2 tensor DOF's Eij (From 9 original DOFs, 3 are taken away by the symmetric
condition, 3 are taken by the traceless condition, and 1 is taken away by the
divergenceless condition)

This decomposition is particularly useful because at linear order, Einstein’s equations
for scalars, vectors, and tensors don’t mix and can be treated separately.
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4 COSMOLOGY 4.2  General theory of small perturbations

4.2.2 Energy-momentum perturbation SVT decomposition

Okay, we have the form of our metric perturbation but now we also need the
perturbation for the energy-momentum tensor. We write:

T% = —(p+dp) (189)
T = (p+ P)v; = -T (190)
T'; =(P+6P)5:+1I';, 1 =0 (191)

where v; is the bulk velocity, and II'; is the anisotropic stress. It is also typical to
write the momentum density as ¢; = (p + P)v;. Note also that if there are several
contributions to the energy-momentum tensor, the density, pressure, and anisotropic
stress perturbations add.

We can now perform the same scalar, vector, tensor decomposition as we did with
the metric above. The mass density and pressure perturbations dp and 6 P only have
scalar parts whereas the bulk velocity and momentum density v; and ¢; have both
scalar and vector contributions

4 = 00+ G (193)

The anisotropic stress tensor has all three components
Hij = 8<,~8j>H + 8(iﬂj) + ﬂij (194)

As we did in the Newtonian case, we will write the mass density perturbations in
terms of the dimensionless density contrast € = dp/p going forward. To summarize,
the energy-momentum scalar perturbations are summarized by four perturbations
(v,0P, 11, €). Likewise for distinct species we can add another label a = v,v,u, ¢, d, . ..
giving for example (v,, 0P, I1,, €,)

4.2.3 Gauge fixing

I’'m not going to say much on this other than that the choices of perturbations for
both the metric and stress-energy tensor are arbitrary up to gauge transformations
(just as we have in electrodynamics). There are many choices and with each choice
there are advantages and disadvantages. If interested see Weinberg (where he also
writes the full expressions for the evolutions of all the perturbations) — we will
most likely have to come back to this anyway at some point. Here we will use the
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4 COSMOLOGY 4.2  General theory of small perturbations

Newtonian gauge in which B = E' = 0 in Eqs.(186)(187) giving a convenient diagonal

metric ( A)
oo (—(1+2 0
G = @ ( 0 (1+ 20)5”.) (195)
and inverse ( n
—(1 -2 0
py =2
go=a ( 0 (1- 20)%) (196)

4.2.4 Conservation equations

The evolution of the matter perturbations is governed by the conservation of the
energy-momentum tensor, V#T,,, = 0. Explicitly,

v, T, =0

197
= a,u,,—r'uz/ + FupaTau - Fa,uz/T'ua ( )
with the usual general expression for the connection coefficients:
«@ 1 ap
Iy = 29 (9890 + 03980 — Dp95r) (198)

Given the metric in Eq.(195) and its inverse in Eq.(196) we can mechanically compute
the the perturbations to the stress-energy tensor. We will quote the results for
Now:

I =H+A (199)

% = 9;A (200)

[ = 670, A (201)

1% = Hoy — [2H(A - C) — C)dy (202)
T'jo = (H — A)5} (203)

I = 20,00 C — 646" 9,C (204)

The only thing left to do is substitute these perturbed connection coefficients back
into Eq.(197) and derive the linearized evolution equations for matter perturbations.
We quote the results in what follows.

The continuity equation is given by the v = 0 term of Eq.(197)

6p=—3H(6p+0P) — ;¢ —3C(p+ P) (205)
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4 COSMOLOGY 4.2  General theory of small perturbations

The first term on the write hand side describes the changes in matter perturbations
due to the expansion of space, the second describe the changes due to local velocity
changes of the fluid, and the third is a purely relativistic effect describing the density
changes due to perturbations of the local expansion rate. Making a substitution to
density contrast dp = pe as well as ¢' = (p + P)v’ we obtain

é:—<1+§)(V-v+3C)—3H<(;—I;—§)e (206)

where in the limit p > P we recover
é¢=—(V-v+30C) (207)

I've pulled a small trick where I've non-nonchalantly used the same notation for both
conformal time and regular time i.e. f =af, H = aH. Accounting for this egregious
wrongdoing we have

é=—a (V- -v+30) (208)

And obtain the Newtonian limit of Eq.(175) plus a relativistic correction which
becomes small at sub-Hubble scales.

The conservation of momentum equations are given by the v = ¢ components of

Eq.(197). We obtain
G; = —4Hgq — (p+ P)O,A — 8,0P — &1L (209)

The first term ensures the correct scaling of the momentum density g o< a=* and the
remaining terms are forces corresponding gravity, pressure, and anisotropic stress
respectively. Subbing ¢; = (p + P)v; we obtain an evolution equation for the bulk
velocity .
. P 1 .
p+P p+P

in the same limit as above p > P we recover

p(v; + Hv;) = —0;0 P — pd; A + 9’11 (211)

matching exactly the Newtonian limit (up to conversions of conformal time) in Eq.(176)
plus an anisotropic stress term which becomes small at sub-Hubble scales.

It is also instructive to apply the above to evolution equations for specific cases
i.e. matter (P = II;; = 0) and radiation (P = 1/3p and II;; = 0) perturbation
evolution.
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4 COSMOLOGY 4.2  General theory of small perturbations

4.2.5 Einstein Equations

Finally we make it to the final piece of the puzzle. The evolution equations in the
previous sections we dependent on the evolution of the gravitational perturbations
A and C. To provide the evolution of the gravitational potentials we must turn to
Einstein’s equations:

G = 87GT,, (212)

where

1
Gm/ = Rul/ - Eng/ (213)

where R, is the Ricci tensor and R is the Ricci scalar. The Ricci tensor can be
expressed per usual in terms of the connection coefficients as

Ry, = O\, — 0,12 ) + T, 17, — 7\, (214)

Subbing the perturbed connection coefficients quoted in Eqs.(199)-(204) and keeping
leading terms we obtain

Ry = —3H + V*A+3H(A - C) — 3D (215)
Ry = |H +2H? + ¢ — V2C — 2(H + 2H*)(A — C) — HA + 5HC] 5 — 0:0,(A+C)
(217)

It’s straightforward to compute the Ricci scalar from here
CL2R = —(1 - 2A)R00 + (1 - 20)5UR1] (218)

= 6(H + H*) — 2V?A — 4V2C — 12(H + H*)A + 6C — 6 H(A — 30) (219)

Now we are ready to plug all these bad boys into Eq.(212) with one raised and one
lowered index to simplify the form of the energy-momentum tensor

G", =8nrGT", (220)
The temporal component of the equations in the Newtonian gauge is given by
—V2C —3H(HA — C) = 47Ga?6p (221)

This is the relativistic generalization of the Poisson equation! In the large k& Fourier
modes k > H we have |V2C| > 3H|HA — C| reducing Eq.(221) to its Newtonian
equivalent V2C =~ 47Ga?dp.
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5 SCHWARZSCHILD GEOMETRY

From the spatial components we obtain the relation
A+ C = —8r1Ga’Tl (222)

Telling us that on large scales dark matter and baryons can be accurately described
as a perfect fluid with negligible anisotropic stress. The only relevant source to the
anisotropic stress comes from free-streaming neutrinos.

The mixed time-space (G%y) components gives
HA - C = —4nGa’q (223)
By defining the comoving density contrast in the Newtonian gauge
pA = dp + pu (224)
we can write the relativistic Poisson equation as
V2C = 4nGa*pA (225)
and allows us to use the familiar form of the Poisson equation valid at all scales.

Lastly we look at the trace of the space-space G*; components

| ) . )
—C + §V2(A +C)+ (2H + H*)A+ HA - 2HC = 47Ga?*0 P (226)
This becomes a closed equation for the evolution of C' if we specify 6P = ¢*dp and
use the Poisson equation to relate dp with C'.

Combining the Einstein equations with the conservation equations leads to a fully
closed system of equations (after specifying the equation of state and the speed of
sound for each of the fluid components). This leaves the non-trivial part — 1. finding
solutions 2. relating these solutions to their respective angular power spectrum
coefficients and 3. making precise enough observations to actually resolve these
perturbations.

5 Schwarzschild Geometry

See MTW Ch. 23.1 To begin we start with a static, spherical system — in special
relativity the spherically symmetric metric is given by

ds* = —dt* + dr® + r*dQ? (227)
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5 SCHWARZSCHILD GEOMETRY 5.1 Orbits

where

dQ¥? = df* + sin? Od¢? (228)

The next task is to add the effects of gravitating matter without spoiling the spherical
symmetry of the metric. Generically (and typically) we can follow a ‘follow and
ask questions later’ approach and just rewrite the metric such that each non-zero
component is now becomes a function of the radial component (we're still considering
(for now) the static metric i.e. dg,,, /0t =0)

ds® = —e**dt* 4 e*dr? + r2dQ? (229)

where ® and A are functions of the radial coordinate r. These coordinates are
called “curvature coordinates” or sometimes “Schwarzschild coordinates”. The
‘central idea’ of these coordinates is that (Schwarzschild r-coordinate) = (proper
circumference) /2.

See MTW Ch. 23.5 Now we are tasked with solving for the unknown functions A(r)
and ®(r). We need more information, in the form of constraints/boundary conditions
in order to pin down the functional forms — consequently we look to the Einstein
field equations. To start we need to derive the field equations in an orthonormal
frame (Lagrangian “proper” reference frame See MTW Ch. 13.6 or Sect. 1.7) i.e.
introduce a vielbein (tetrads)

wi=edt, W =eMdr, W =rd), w®=rsinddo (230)

Next we must express the Einstein field equation in terms of this velibein basis which
amounts to rewriting the Einstein tensor G and the stress-energy tensor 7" (MTW
box 14.5, in fact Ch. 14 itself is an absolute gold mine of useful info).

We find o1f 2
2 _ _oet 2, arm 2/ 192 ) 2
ds® = <1 )dt + 1—2M/1"+T (dO* + sin” 0d o) (231)

r

5.1 Orbits
See MTW 25.5 and Eq.(25.38)
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5 SCHWARZSCHILD GEOMETRY 5.2 Conical/Coordinate singularities

5.2 Conical/Coordinate singularities

Generally, spacetime metrics can contain singularities i.e. components which diverge
or vanish at any spacetime point. These singularities come in two forms: coordinate
singularities and true curvature singularities. The former is a latter singularity
associated with the geometry of the space whereas the former is a result of a poor choice
of coordinate system. Coordinate singularities can be removed by an appropriate
coordinate transformation. To determine what category a singularity falls into boils
down to trying to find a coordinate system in which the metric is regular at the point
of interest.

As a warm up example let’s consider the following metric
ds® = dr* + r*d§? (232)

we see that the above metric is singular at the point » = 0. We don’t explode because
upon making the transformation x = r cos# and y = rsin € the metric becomes

ds* = da* + dy? (233)

informing us that it was indeed just a coordinate singularity as the new metric is
regular everywhere. However, there was an implicit assumption in the coordinate
transformation above! For a well defined transformation, the coordinate # had to be
periodic in 27. If # we not periodic the space would contain a conical singularity®.

Now let’s consider the Fuclidean Schwarzschild black hole metric:

2M dr?
2 2 2 7002
ds:(l—T)dT ~|—1_w+7’d92 (234)
T
The metric appears to have a singularity at r = 2M (7-component — 0, r-component
— 00) known as the “gravitational radius”, “Schwarzschild radius”, “Schwarzschild
horizon”, etc. We can determine the type of the singularity via two methods: the
first procedure implements a well chosen coordinate transformation while the second

method analyzes orbital properties.

4Consider a sheet of paper in which the angular coordinate is defined as a counter-clockwise
motion around the origin. This sheet of paper is regular everywhere and the angle 6 is identified as
periodic in 27 i.e. # = 0 = 27. Now if we were to cut a slice out of this sheet of paper and recombine
the edges we would left with a cone (i.e. a space where sin? @ + cos? @ # 1). This apex of this cone
is singular (§ =0 or z =y =0)
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5 SCHWARZSCHILD GEOMETRY 5.2 Conical/Coordinate singularities

As an example of the first method we perform the following coordinate transforma-

tion
2

ﬁZSM@—zMy+r:£W+2M (235)
2 2 2 2 2
2 p 5, P 16M 2 P 2
near p = 0 we have
2
2., P 2 2 2 102
ds® ~ (2M)2dT + dp” + 4M~=d€); (237)

we see that in order for p = 0 to remain a coordinate singularity we require the
coordinate 7 have periodicity 27 /5 where

B = (238)

in other words we require
T=7+8tM (239)

Typically, this would be done with some form of ansatz which satisfies two proper-
ties:

1. The new coordinate is zero at the horizon (i.e. the singularity point)

2. The new coordinate, we’ll call it p, substitution leaves the g,, component of
the metric to be equal to one.

So typically the ansatz would look something like p? = C'(r — 2M) in the above case.
This would be substituted into Eq.(234) and expanded near p = 0 (only leading
order pieces kept). Finally, using the constraint on the coefficient of the g,, metric
component we can solve for C.

For a more general analysis, consider a general Euclidean metric given by
1

ds* = g(r) [f(r)dT2 + dfﬂ + Ay

dr? (240)

We assume that the functions f(r) and h(r) have first order zeros at r = r(y, which is
the location of the horizon, and g(rg) # 0. For r & r

f(r) = f'(ro)(r —mo),  h(r) = I (ro)(r —ro) (241)
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5 SCHWARZSCHILD GEOMETRY 5.2 Conical/Coordinate singularities

The near-horizon metric can then be written as
1

R (ro)(r — ro)

we follow the same prescription as above and define a new coordinate p as

ds* = g(ro) [f'(ro)(r — ro)dr® + dZ] + dr? (242)

p® = Ch(r) (243)
Near the horizon we have
p? = Ch'(ro)(r — 1) (244)
and thus ) )
P P
— dr = d 245
Ch’(?“o) + 7o, r Ch’(?”o) P ( )
the near horizon metric can now be written as
/ /<T0)P2 2 -2 4 2
ds® ~ d d - 246
ol | Gayart+ 8| + 210
Now we can solve for the constant C' by demanding g,, = 1
4
W) (247)
We now have - "
ds* =~ g(ro) {MCZTQ + di’a} dp? (248)
defining
2 ! /
g_r S (ro)h'(ro) (249)

4
and following the same arguments as above, in order for the p = 0 singularity to not
be a curvature singularity we demand that the Euclidean time coordinate be periodic
in 270/ i.e. we compactify T and identify

=1+ il (250)
V9(ro) f'(ro)h (o)

A more physically motivated method for determining the form of the singularity is to
consider the measured spacetime by a traveler nearing the singular radial distance.
Assume the explorer is falling freely radially in the Schwarzschild horizon. His
trajectory through spacetime is given by (See orbits section, TBD...)

T

537 = (251)
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7 BLACK HOLE THERMODYNAMICS

6 Gravitational Collapse and Black holes

7 Black Hole Thermodynamics

Consider an ensemble of a large number N, of microstates p,, corresponding to a
given macrostate where each microstate occurs with probability p,. A system at
a fixed temperature T'= 1/5 (kg = 1) can be achieved by placing the system in
contact with a reservoir. The ensemble of states are termed a canonical ensemble.
The canonical density matrix is given by

exp(—fH)
Z(P)

where H is the Hamiltonian operator. With the condition Tr(p) = 1 the partition
function is given by

p(B) = (252)

Z = Tr[(exp(— Zexp —GBE,) (253)

The ensemble average of an operator is then given by
(0) =Tr(pO) (254)

written as a path integral over quantum states W the expectation value is written
as

/D\If t)|Oe PR W (1)) (255)

Being that the Hamiltonian is also the time evolution operator we can write

/ DU (1) Ol (t +iB)) (256)

and upon rotating to Euclidean (imaginary) time ¢ — ity we must make the identifi-
cation
tg=tg+ 0 (257)

in order to have a sensible averaging. That is, we must compactify (identify as
periodic) Euclidean time. Thus we conclude that thermal averages (thermal correla-
tion functions) in a quantum system at finite temperature must be analyzed with
compactified imaginary time.
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7 BLACK HOLE THERMODYNAMICS 7.1 Schwarzschild metric

In Sect.(5.2) we developed a prescription to determine the properties of singular
metric. In particular we were interested in determining if the singularity was due to
a poor choice of coordinates i.e. a coordinate singularity or if the singularity was an
innate property of the metric i.e. a curvature singularity. We described a method
for determining a coordinate transformation which would leave the metric regular at
all values of the coordinates. However, in performing the transformation we found
that the metric would remain regular only if the Euclidean time component was
identified as periodic over an interval specific to the metric geometry. We saw above
that the periodic nature of Euclidean time can be associated with the temperature
of a canonical ensemble i.e. system in contact with a thermal reservoir. Thus, the
identification of the compactification radius of Euclidean time for a given metric can
be related to the temperature of a black hole at its horizon. Given the results in
Eqgs.(250) and (257) we can make the identification of the black hole temperature
(Hawking temperature) as:

1 47
g 258
T~ Jata oty (258)

7.1 Schwarzschild metric

We have already computed the relevant condition for the Schwarzchild metric in
Eq.(239). We now can interpret this result in the context of the temperature of a

Schwarzschild black hole: )

T &M
Given the temperature we can also compute the entropy of the Schwarzschild black
hole after identifying the mass M as the internal energy

(259)

dM =TdS (260)
dS

dM = —— 261

SmtM (261)

separating variables and integrating we find

S = 4T M? (262)

7.2 AdS Black Hole

The metric for
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9 JUNCTION CONDITIONS

8 Intrinsic vs Extrinsic curvature

The notion of splitting spacetime into slices of spacelike hypersurfaces enables the
notion of extrinsic coordinates. For a more concrete image of the previous statement,
consider two three-dimensional spaces, each of which represents a hypersurface
embedded into four-dimensional spacetime. We can imagine these to hypersurfaces
to be connected in time, one representing the initial spacelike data at t = t5 and
the the other representing the time evolved space at some later time ¢y + 0t. The
embdedding of these surfaces in time can be realized definitively by extremizing the
action between the two time slices. In other words, the time evolution of the system
can be determined via extremizing the Hilbert action in Eq.(??). To completely
define this ‘sandich’ geometry we need three ingredients

1. The geometry (metric) of the past hypersurface

gij(t07 x,Y, Z)dxidxj (263)

2. The geometry (metric) of the future hypersurface

gi;(to + 0t, z,y, z)dx'da? (264)

3. A function to express the proper length of the infinitesimal time variations on
the past hypersurface i.e. the magnitude of the time slice as a function of space

N(t,z,y,z)dt (265)

and

4. A function expressing the mapping between the space-coordinates of the past
surface to those on the future-hypersurface.

al(a™) = x' — N'(t, 2y, z)dt. (266)

By computing the proper distance between x* = (t, z') and 2% +dz® = (t+dt, 2 +dx?)
we find

9 Junction conditions

See 0012160, 9905012, 9910219, 0004021
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