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1 Functional Calculus

Before we continue on to functional renormalization group methods we must first
develop the formal mathematics and algebra of functionals.

1.1 What is a functional?

A function is a mathematical machine which relates elements between two sets.
The function maps an element x or elements x = {x1, s, -+ ,z,} from the first set
to a single element in the second set.

f(x)—R,C,ZR™" ...

A functional is a mathematical machine which maps a function f(x) or set of
functions f(x) = {f1(x), fa(x),- -+, fu(x)} to a real or complex number.

Flf(x)] — R,C (1.1)

The functional F[f(z)] is dependent on all the values of f at all values of x on the
domain, an infinite number of independent variables!

A simple example

Flf@) = | fa)%de (1.2)

~ 0.27268 (1.3)

Consider a function F({z,}) of a discrete set of N evenly spaced points on the
interval [a,b]. In the limit where the spacing ¢ — 0 and N — oo, {z,} — f(z) and
F({z,}) — F[f(z)]. Upon varying {z,} the function will change according to

() =Y o

n=1

dzx,, (1.4)
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Noting the definition of an integral,

[ dz(@) =S st (15)



We rewrite Eq.(1.4)

N — € 0xy,
In the limit that ¢ — 0 we introduce the notation dz,, — df(z) to denote the
infinitesimal variation of the function f(z) and Eq.(1.6) becomes

arlfw) = [ dcc%ij” ) (17)

) dz,, (1.6)

This tells us that the change in the functional is a sum of terms proportional to the
infinitesimal change 0 f(x) of the function and the constant of proportionality is the
functional derivative §F /0 f(x).

Lets do a quick example illustrating how to calculate the functional derivative using
the functional defined above, namely F[f(x)] = fol dx f(z)?. First we need to calculate
the change in F[f(x)] due to an infinitesimal change 0 f(x)

Flf(x) +6f(x)] = / [F(2) + 2/ (0)8(x) + O F(@))] dx (18)

AFIF(@)] = PUf@)+ 0/ @] = FlE@] = [ 20@pf@ds (19
Comparing with Eq.(1.7) we see that the functional derivative is just
SEUE]
s =2 (1.10)

Unfortunately the functionals we typically deal with aren’t this simple but the
calculation of the functional derivative is the same in every case.

2 Generating Functional Z|J]

2.1 Probability Theory

A useful analogy between the generating function of probability theory and the
generating functional of quantum field theories warrants a brief appetizer before the
main course.



2.1 Probability Theory

We consider a continuous random variable ¢ whose outcomes are real numbers i.e.
Sy = {—00 < ¢ < oo}. With this random variable we associate a normalized
probability distribution p(¢)

prob(s) = [ p(o)ds =1 2.1)

(e 9]

such that the expectation value of any function f(¢) of the random variable ¢ is
given by

(F(6) = / " H(@)p(6)ds (2.2)

The moments of the probability distribution are expectation value of powers of the
random variable. The nth moment is

M = (67 = / " 5p(6)do (2.3)

The generating function or moment generating function of a distribution is
given by the Fourier transform of the probability density function

2(j) = (%) = / " p()de (2.4)

—00

The moments of the distribution can then be obtained via derivatives of the generating

m — Z( ')

or by expanding z(j) in powers of j.

0 =( L 5e) = X G 26

We can also define the cumulant generating function whose expansion generates
the cumulants of the distribution defined as

w(j) = nz(j) = Y 26" (2.7)

(2.5)

Where (¢"). = ¢, are the cumulants of the distribution and can also be obtained via
derivatives of the cumulant generating function

(3w

3

(2.8)

J=0



2.1 Probability Theory

The relationship between moments and cumulants can be found by equating the two
expressions

() = ") (29)
Sl =ew [ ‘7—T<¢m>c] (2.10)
S i =113 [;%m. (‘j mfff:n)) m] (2.11)

Matching powers of j on both sides leads to the relation

0 =S ] kim, (<¢::!>C) h (2.12)

{km} m

Where the sum is restricted so that > = mk,, = n. For example, if we are interested
writing the third moment (¢?) in terms of cumulants the sum is constrained to values

of k,, and m such that
> mkp =3 (2.13)

ki + 2ky + 3ks + -+ +mk,, =3 (2.14)

There are only three possible ways to satisfy this constraint.

]{?1:3,]{?2:]{53:"':ka0
(K} =Lki=hky=1,ky=-=kyp=0 (2.15)
k‘3:17k'1:]{;2:-~~: m:o

Eq.(2.12) becomes

L) 101 () 1)

(@) =35 3 "1 11 20 13l (2.16)
(@°) = (9)% + 3(9)e(¢%)c + (). (2.17)
By the same method, we also have
() = (9)e
(6%) = (¢%)c + (0)7 (2.18)

(0") = (¢")c +4(¢%)e(0)c + 6(0%)c(0): + (d)e
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Eq.(2.12) also has a graphical interpretation. Represent the mth cumulant as a
connected cluster of m points. The nth moment is then obtained by summing all
possible subdivisions of n points into groupings of smaller (connected or disconnected)
clusters. The contribution of each subdivision to the sum is the product of the
connected cumulants that it represents.

3 Time Evolution as a Path Integral

In quantum mechanics and quantum field theory, the time evolution of a quantum
system is described by the unitary time-evolution operator.

U(t) = e~ Hitt) (3.1)

Where tj is some reference time. In many cases, especially in quantum field theory
we would like to calculate the probability amplitude of a particular process to occur
in some time interval At, such as transitions between energy eigenstates or an
interaction between two particles. In the context of field theories we are interested in
the probability amplitude that our field beginning in some configuration ¢; at some
time ¢; ends up in some configuration ¢, at some later time ¢. Setting our reference
time ¢y = 0 the amplitude can be expressed as

(o7 (%, tp)di(x, 1)) = (d5(x) €™ |gi(x)) (3.2)

In the case of scalar fields and adopting the path integral formalism we can also express
this amplitude as a weighted sum over all possible field configurations. Symbolically
we write
. At
(0,601 16x) = [ Dldlexp i [ o (3.3
in which the functions ¢(z) which we integrate over are constrained to the particular
configuration ¢; and ¢ at times ¢ = t; and t = t; respectively.

We will be interested in Lagrangian systems which include “source” terms of the
form

/ d*zF(¢)J(z) (3.4)

Where F(¢) represents some arbitrary function of the fields and J is the “source’
field. In the context of quantum field theories we can view this time-dependent source
as a means of spontaneous particle creation. In practice this source term will prove

Y



as a useful construct when we go to write a generating functional of time-ordered
n—point correlation functions in the context of the path integral formulation.

We assume that the source .J(z) will be non-zero only in a finite interval ¢ € [T}, T3]
and take to > T5, t; < T;. We then compute the vacuum to vacuum amplitude. That
is, given that our field configuration minimizes the total energy functional at time
t; — —oo what is the amplitude that the field will remain in this configuration at
time t5 — 00?7 We can compute this quantity by considering general initial ¢,(z) and
final ¢,(x) field configurations.

(@t ta)lont 1), = [ Dlo exp[ / L6, 0,6, 7) (3.5)

Where the J reminds us that we are dealing with a transition in the presence of a
source J. The integration over field configurations can be factored into a product of
transition amplitudes corresponding to before, during, and after the source is turned
on

| Plé) = (@l la,) 36)

Using the completeness relation 1 = [ D[] |¢) (¢|

= / D6 Dlga] (d(x)le™ ™7 4(x)) (dalx, To)|dc(x, T1) 5 (de(x) e M0 (x))

(3.7)
Inserting a complete set of energy eigenstates
=D / D[] Dpa] (dn(x) e ™2[m) (m|e"2|pa(x)) (balx, To)|e(x, Th)) 38)

X (9c() e~ [n) (™ |6, (x)
— 37 e B (g (3) | m) (] (x)) / DIGJDlga] (mle™|pa(x))

X (pa(%, To)|be(x, T1)) ; (Pe(x)|e” T [n)
(3.9)

(3.10)
x /D[qﬁc]D[d)d]dem(X’ T3) (¢a(x, T2)|0a(x,T1)) j Pen(x, T1)



The above expression gives us a clear interpretation of the amplitude. The integral
in the last line can be thought of as a field ¢.,(x,T}), that is propagated through
time when the source is acting via (¢q(x, T2)|¢.(x,11)) ; and then dotted with the
field ¢, (x, Tz). The fields ¢.n(x,T1) and ¢, (x, 1) are only energy eigenstates for
times before and after the source, respectively. Thus, the integral is the probability
amplitude that an energy eigenstate |n) will become an energy eigenstate |m) through
the action of the source J. Now we would like to project out the ground state of
our theory. To do this we can perform a rotation of the time-axis into the imaginary
plane by some small angle —§ (6 > 0). Under such a transformation

in which we have chosen our axis of rotation to lie between t; and t2. We see that
the exponential term

~i(Bmt2=Ent1) _y o—i(Em(t2—ilt2])—En(t1+ilt1]) —0(Emlt2|+En|t1]) o —i(Emta—Ent1) (3.13)

(& =€

acquires a damping that goes as e *(Emlt2l+Enlt1) " Tp the limit which t; — —oo and
ty — 0o the exponential damping dies the slowest for n = 0 and we are left with

lim {s(x, t2)|¢a(x, 1)), = e~ T gy () 9 (%)

t—

< / DIGJDI6dl0(x. To) ($al, To)|6a(x, T1)),, deo(x, Ti)

(3.14)
Where t =ty = —t;. In the limit where 75 and T} — +o0o respectively, the integral
reduces to the amplitude that a field configuration of the form ¢y(x) in the distant
past will remain in the form ¢¢(X) in the distant future. Put another way, it is
the vacuum-to-vacuum transition amplitude in the presence of the source J denoted
as

Q) o lim {p(x, 1)l Pa(x, =1)), (3.15)

Instead of rotating the contour of the time integration we could have also added a
small perturbation —ie¢?(z)/2 to our Hamiltonian. First order perturbation theory
tells us that this will shift the energy levels by and amount —ie (n|¢?|n) /2. Assuming
that the expectation value of ¢? increases with energy we see that this has the same
effect as rotating the time axis in projecting out the vacuum state! Subtracting ie¢? /2
from the Hamiltonian is the same as adding ie¢?/2 to the Lagrangian. Thus,

09, [ Dlolesp |i [~ at{£(6.0,0)+ Fo)I@) + gier)}] 310
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We also want to normalize our result such that when J — 0 the amplitude (Q[2) = 1.
We thus define the following functional

I Dlslexp [i [, dt {£(6,0,0) + F(6(x))J (@) + ieo? (2)}

Z[J]
I Dlglexp [i [, dt {£(6,0,0) + yiet*(w)}]

(3.17)

4 Generating Functional: Scalar Field Theory

As a nice example, consider a one-component real scalar field theory in d—dimensions.
Now, rather than a single random variable ¢, we deal with an infinite dimensional set of
real random variables corresponding to the field amplitudes of the scalar field through-
out d—dimensional spacetime Syx) = {—00 < ¢(X1), d(X2),...,0(Xnses) < 00}
where each X corresponds to a d—dimensional vector corresponding to a point in
spacetime X = (21,22, 2%,..., 2971 ¢). To identify and enumerate field configura-
tions in practice you can imagine discretizing spacetime into N points separated by
some uniform distance € (or equivalently transforming spacetime into hypercubes of

volume €?) and each labeled by their respective coordinate (z},22,..., 2% #) for

1,7, k,....,1 = 1,2,..., N. For calculational convenience we can %hen concatenate
these indicies in a super-index n running from n = 1,..., N In the limiting process
where € — 0 and N — oo we obtain our continuous quantum field ¢(X). You can
imagine on the discretized lattice each field configuration could then be identified by
summing over all possible values of the field at each of the N lattice points iteratively.
The limiting factor of this type of computation comes down to available memory and
computing power. But, for a sufficiently dense lattice, these types of computations

can be done rather efficiently and can produce useful physical results.

Given that the field amplitudes are continuous random variables, we can associate
a joint probability distribution representing the probability density of a field con-
figuration in a volume element d™¢(X) = Hfil d¢(X;) around the point ¢(X) =
{6(X1),0(Xs2), ..., (X N_oo)}. In the context of quantum mechanics, we associate
a distribution of probability amplitudes P(¢(X)) in field configuration space. Given
some operator O(¢(X)) that is a function of the field (i.e. field configurations) we
can define its operator average or expectation value as

©) =¥ [ Pllr@)0 (@)

The main goal of any quantum field theory is to produce n—point correlation func-
tions.



4.1 Free Scalar Field

The analogue to generating functional of disconnected correlators is defined as

210 = / D[] exp [z / d'x [£(®,0,8) + J(2)D(x)] (4.2)

The n-point correlation function of the theory can obtained via n functional derivatives
of Z[®].

4.1 Free Scalar Field

Take, for example, the free Klein-Gordon theory in which the generating functional is
given by

1 1
Z|J] = /D[gzﬁ] exp {i/d‘lx {5(8;1(75)2 - §m2q§2 + ng” (4.3)
The two-point Green’s function is then given by

OIT {ole)o(ealH0) = (60) = 51 | =iz | [=ise | 21

(4.4)

J=0

In the free theory the above expression can be calculated explicitly, we integrate our
Lagrangian density by parts' to expose the Klein-Gordon operator

ZJ] = /D[¢] exp {i/d“x [—%¢(a§+m2)¢+ qu” (4.5)

And then perform a redefinition of the field ¢ — ¢/ + (9* + m?)~1J. Plugging this
into our generating functional

217 = j/D[ng’] exp {i/d%; {—%QSI(QQ +m?) + %J(82 +m2)—1JH (4.6)

Where J is the Jacobian of the transformation. The Jacobian is trivial to compute
as long as one remembers that

) 09(x1) L Op(1)
09’ (z1) 0@ (2) o' ()
a¢($2)

/ Do = i ] [dotay - |00y ) Il [ dst@) (a7

0p(x)  O(x,) 06 ()
0/ (1)  O¢'(x2) 0¢/ ()

LAnd assume our real scalar field vanishes at infinity
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4.1 Free Scalar Field

For our transformation, or in general for translations of the fields, the Jacobian matrix
is equivalent to the n-dimensional identity matrix

O (;) 9 / 2 2y—1 0¢' ()
And thus, the Jacobian for the transformation is 1 due to the fact that

det[Lyn] = 1 (4.9)

Thus, we see that our generating functional can be rewritten as

210 = / D] exp [—i / d4m%¢’(62+m2)¢’} exp [@ / d4x%J(82+m2)‘1J}

= Z[0] exp B / d*x J(0* + m2)1J} (4.11)

Using the fact that (0* + m?)~! is just the Green’s function of the Klein-Gordon
operator Dy

_ Z[0] exp {—% / dizd'y.J (2) Dy — y)J(y)] (4.12)

Plugging into our expression for the two-point function

(69) =~ e |~ [ dtad'y @) Dr(e ~ )70

Explicitly we have

5 1 4 4 4 4 4 4
= _5J(x1) |:—§/d xd y5( )(g; — xQ)DF(CL’ — y)J(y) — /d xd y(')'( )(y _ $2)J(ZL’)DF(J} o y)

(4.13)

J=0

X exp [—% / d*zd*yJ(z)Dp(z — y)J (y)}

J=0
(4.14)

- 570 [5 [ #opete - 0w+ 5 [t D - )

<exp |3 [ ey 0D~ )70)]

We only need to find terms which do not contain J as we are to set these terms equal
to zero anyway. The only terms which survive are the terms in brackets from the
first line of Eq.(4.15) leaving

(4.15)

(99) = %DF($2 —rp) + %DF(IM — 1) = Dp(zy — 1) (4.16)
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Likewise we can also compute the four-point function, but first we will concatenate
our notation for calculational brevity. Let the arguments be denoted as subscripts,
&1 = ¢(v1), Dy = Dp(x —y), J, = J(x), etc. And let any repeated indices be
integrated over, the four-point function is given by

60 6 6 0
< {¢1¢2¢3¢4}> ( ) 5J1 5J2 5]3 5J4 eXp |: 2 Y y:| J—0

0 o6 0o 1 1 1
— | —=D - = xDz 5 x‘Dm

(5J1 5J2 5J3 |: 2 4ny 2J 4:| P [ 2J ny:| J=0

0 6 0o 1

T 50100505 = i exp [ 2 ! y] J=0

)

(5J1 [D34J D, + D24J Dyg + J.D 4D23] exXp |: JIDﬂcy‘]y} o

= D3y D1 + Doy Di3 + D14 Do3
(4.17)

Where in the first term of the third line we rename y — x and use the fact that
D4x = D:):4-

In the free theory, the functional derivatives act on the generating functional and
produce all combinations of connections between pairs of n—points to form the
n—point correlation function. While the above was a convenient demonstration of
how to explicitly calculate the n—point correlation function, it is only useful for
the free-theory in which we can express the generating functional in the form of
Eq.(4.13). We could have also calculated the form of the two point function directly
from Eq.(4.4)

1 0 ) . " 1
= 715 53] {—Z—W] Jrorews faz[jaczemto ]|
(4.18)
| Dl¢] zy)exp [i [diz [—% (0% + m?)o]]
4.19
) e i om0 o
5 Functional Methods in QFT
5.1 Dyson-Schwinger Equations
In quantum field theories all physical content is stored in correlation functions.
(i(1)j(x2) - - - dr(2n)) = /chi(xl)%(afz) -y (wn)e 5 (5.1)
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5.1 Dyson-Schwinger Equations

The ‘usual’ calculation of n-point correlation functions involves a perturbative expan-
sion powers of an infinitesimal parameter. Of course this procedure fails when we
have to deal with couplings which are no longer < 1. In these cases we need to turn
to non-perturbative methods to calculate correlation functions. One such method
resulting in a non-linear first-order functional differential equation was developed by
Dyson and Schwinger. The core entity in these calculations is the effective action
[[®;]. The effective action is defined as

I[®] = sup ( / WL + @iJi]) (5.2)

J

Where the J;’s denote sources for the fields ®; and W[.J] is the generating functional
of connected correlators. The generating functional is related to the bare action S[¢]
via the path integral

200 = V) = / Dlg]e-S16+¢:7 (5.3)

All n-point correlation functions can be generated by taking functional derivatives of
the generating functional with respect to the sources.

1 { 5 Z[J] ]
Z[0] | 67:(x1)0T;(z2) - 0Jx(x) |

Where ¢; denotes the quantum fields. At Jg,, the variation of the effective action
must be zero and thus,

(0i(21)95(w2) - - Pr(n)) = (5.4)

Mswp 0 B -
T == s ([ W+ en) )
SW{J]
57,() = ,0;; (5.6)
o J J
ow\J 1 0Z|J
Thus the average field ® is given by
D; = (¢)y = g/ =Z[J)™ /D[¢]¢ie—5[¢]+¢ﬂi (5.8)

Noting that

0L up[®] W 0.J;(y) 5Ds(y) 5i(y)
0D;(x) _/5Jj(y) 5(I>i(:t)dy+/ 50, () Jkder/M)i(x)CI)ldy (5.9)
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5.2 Functional Renormalization Group Flows

= —<I>j5jz- + Jk(;kz + q)l(sli = JZ(ZL‘) (510)

We can now write down a functional differential equation for the effective action
considering Eq.(5.3)

o[ P]

0P,

e Tlol = /D[gb] exp {—S[gb + @] + b; (5.11)

An exact solution for T'[®] is difficult to obtain but we can perform a vertex expansion
of T'[P]

S 1 i
Ple) =3 e 2o / Py AP, DD (1) o B (1) (5.12)
n=0 i1-in
Where N is the corresponding symmetry factor and I' " correspond to the one-
particle irreducible proper vertices. Inserting this back into Eq.(5.11) and comparing
the coefficients of the field monomials results in an infinite tower of coupled integro-
differential equations for I'»» these are the Dyson-Schwinger equations.

5.2 Functional Renormalization Group Flows

The core entity in functional renormalization group is the scale dependent effec-
tive average action I'y[®;] where k is the scaling parameter. The effective action
interpolates between a microscopic UV description for the bare action at some scale
k = A and a macroscopic description at low energies described by the full quantum
action, with k=0. The scale parameter k acts as an infrared regulator suppressing
any quantum fluctuations with momentum less than k. This allows us to study
how the parameters of our theory ‘flow’ from high energies to low energies and vice
versa. Below our goal is to construct an equation to describe the flow of the effective
average action for bosonic degrees of freedom. Generalizations to fermionic and
gauge degrees of freedom will be discussed in later sections.

We now define an IR regulated generating functional

Wil = z,[J] = e 2[5l Z10) = / Dg|eSWI-ASkeI+] Jioi (5.13)
Where | . Py 4Dy
Ask[¢] = §¢1R}Lg¢3 = 5/ (27T)QD (ZW;JD sz(%q/)gba(Q)gbb(q/) (514)
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5.2 Functional Renormalization Group Flows

With R(q,¢) = R(q)6"(q — q)

-3 | G @ @) (5.15)

Where the regulator function Rj must satisfy the following properties
1. limg2 k2,0 Ry > 0 (implements IR regularization for the path integral)
2. limyz2 /2,0 Ry = 0 (regulator must vanish for k£ — 0)

3. limy_p 00 R = oo (functional integral is then dominated by the stationary
point of the action)

There are many regulator functions which satisfy these requirements. A detailed
discussion is coming...

The effective average action is then defined as
1 g
[i[®] = =Wy [J] +/ {Ji@i — §®iR7’;‘]®j:| (5.16)
z/p

The quantum equations of motion can also be obtained by taking functional derivatives
with respect to the fields

oL [®] oWy 0J;(y) 0P (y) 0Ji(y)
5di(z) / 5,(y) 50i () Y T / 50y(z) kY T / 50s(z) Y

L 8@ (1) o« 1 [ (0 (5),())
_5/ Soiz) O (y)_§/ 30, (x

(5.17)

R (y)
Where p # ¢
1
= 5(.CE — y) |:_(I)j5ji + Jk(skz + (I)ldli — 5zmq)sz — 5 (5ipq>q + 6iq®p) R:| (518)

For a single scalar field this reduces to

‘;2’“([;] — J(2) — B(x) Re() (5.19)
J(z) = (?:If([;] + ®(z) Ry () (5.20)



5.2 Functional Renormalization Group Flows

Thus,
0J(x)  O°Ty[®] dP(x) .
()~ aa(noay) sa(y) ™
_0°T[®]
= W]}@(w +6(x — y) Ri(x)
But, from Eq.(5.8)
0P(x)  PWilJ]
57(2) ~ 3@a(s) = CrE =)
Where G(z — z) is the connected correlator
Culp) = Tk~ (6(~p)o(0) ~ (6(~)) (6(0)

Using these relations we have the following identity

5J(x) [ 4 8J(x)6(2)
5J(y) / 4y

0®(2) 0.J(y)
Introducing the notation

6z —y) =

0" L'y [P]

Il = e

As a matrix equation we have
1= + RyGy

Or
T + R ™ = Gy

LT 8T[@]
= [ | s5yso

(5.21)

(5.22)

(5.23)

(5.24)

(2)| Gr(z —v)
(5.25)

(5.26)

(5.27)

(5.28)

Taking the derivative of Wy[J;] with respect to t at Jg,, for a fixed source (k-

independent)
d
- / Dlo / Yo, R~ (5.30)
_ 1y
=—5 / (%)datR,f / D¢ da(—q)ds(q) (5.31)



5.2 Functional Renormalization Group Flows

- _% / (jﬂgdatsz<¢a(_Q>¢b(Q)> (5.32)
From Eq.(5.24)
d 2
B _% / (;qu)datR’f [Mj_m(;fgﬁ(q) + <¢a<_Q)><¢b(Q)>1 (5.33)
1 d’q o
T2 / (2m)d [0:R.Gi + ©o(—q) 0, Ry Py (q)] (5.34)

To put everything together we take the scale-derivative of Eq.(5.16)

1
Oy = -0 Wy + / [at(Jiq)i) - 5‘1)(1(@31?1))‘1%} (5.35)
p
oLy = —0Wi — [ Se.0F (5.36)
p
ddq 1 1 ab 1 ab
oL = W §atRka + §<1>a8t(Rk )Cbb - §@a(atRk )CI)b (537)
1 diq

Using Eq.(5.28) we can rewrite Gy,
_ 1 (2) -
onk =5 | O [Fk n Rk} (5.39)

q

This functional differential equation can be written independent of a basis as

OWT[®] = = [(T[®] + R;']" O Ry (5.40)

N —

O L1 [®] = %Tr (T[] + Ry,) 'Ok Ry (5.41)

The flow equations for mass terms, coupling constants, wave-function renormalization,
etc. are extracted from the flow equations for the n-point correlation functions.
To obtain them we just take functional derivatives with respect to the fields. In
doing so we end up with another infinite tower of coupled functional differential
equations.
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To express in a particular representation we insert the complete set of states, for
example in position space the trace is written as

0] = S (O1) = Y [ dlad'y (ifo) («lOl) Glw) (.42

i

— [ dladty (@lOl) 3" Wi @) Wity) = [ diad'y (410ly) 8'x — ) = [ d'e (alOl)

= / d*z0(x) (5.44)

Sometimes it is convenient to work in a momentum basis, performing a Fourier
transform from the position-basis

[ s wlOla) = [ dted'na's alp) 1O 9]2) (5.45)

- (27lr>d / d'xd’pd"p'e " (plOJp) (5.46)

_ (271T>d / d'pdp/ (2m)5%(p — p') (p|OIp') = / dp (p|O|p) (5.47)
= / 4'p0(p) (5.48)

6 O(1) Scalar field theory

6.1 ¢* theory S-functions in d-dimensions

The effective average action of an O(1) scalar field theory with potential V(®?) is
given by

T[] = / iz {%3“@@)8#@(@ + vk(cp?)} (6.1)
Introducing the notation V}/(®?) = §V;(9?)/5®* we have

TD[®] = —0% + 2V{(®?) + 402 (2)V" (D?) (6.2)
Plugging our result into the Wetterich equation we have

iRy,
[—02 + 2V + 402(x)V" + Ry]

0,74 [®] = %Tr [ (6.3)
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6.1 ¢* theory B-functions in d-dimensions

The trace involves integration of position and momentum space

R
| d ¢tk 4
el /d / {p 242V + 402z )v"+Rk]} (64

O.R
d d~~d/2 1 tLlk
(47) d/zr (d/2) / x/ P {p 24 2V + 4D2(2)V7 + Ry

Where I'(d/2) refers to Euler’'s gamma function and p = |p|. Plugging in Litim’s
regulator noting that ;R (p) = 2k*0(k* — p?)

k2 1
T d ~d/2—1 .
HTk|2] = (47) d/2r d/2 /d / app {k? + 2V +4®2(I)V”:| (6.6)

(6.5)

0Tk [®] = (6.7)

1
d (47T)d/2f(d/2) [[k:Q +2V] + 4(132(90)‘/”}}
If we consider stationary field configurations the kinetic term drops out and we are
left with

2 1 L
0, Vi(9?) = d (4m)42T(d/2) {[kQ +2V] + 4‘192(3“)‘/"]] o

To analyze the problem further we need to make an explicit choice for the potential.
One choice is to take a Taylor expansion in powers of p = ®2

Vip) =3 Aot (6.9)

n=1

The couplings can by extracted from the exact renormalization group flow equation
via

10"V
o = — (6.10)
n! opn =0
Likewise, the S-functions can then be obtained via
10"
6271 - @)\gn - ——8,5 (611)
n! op" p=0

Now we redefine the couplings and fields to obtain the dimensionless S-functions
= 2-d

d=kzd (6.12)

A = gld=2n=d) (6.13)
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6.2 Fixed points

Oidan = ((d — 2)n — d) Ay + k24, (6.14)
Vi(p) = k~Vi(p) (6.15)
Eq.(6.8) becomes
_ _ 2 1 1
OVee = =V + (d=DpV' + Casamr a9 {1 Y 4pvﬂ] (6.16)

The equation above is the basis for what is done in scalarFRG.py. Obtaining the f-
functions for the dimensionless couplings is now a matter of applying Eq.(6.11).

6.2 Fixed points

Ultimately the g-functions allow a way to non-pertubatively analyze the UV behavior
of our theory. Of particular interest are are stationary or fixed points i.e. positions
in theory space in which all S-functions are zero. The trivial solution corresponding
to Ay = Ay = --- = A9, = 0 is called a Gaussian fixed point. These fixed points
correspond to a free theory with no interactions. Non-trivial solutions, corresponding
to renormalizable interacting theories, are called Wilson-Fisher fixed points and are
the main motivation in the computing the S—functions.

7 Flow Plots from scalarFRG.py

With scalarFRG I am able to compute the S-functions up to an arbitrary number of
terms in the expansion of the potential. For the flow plots I've just expanded up to
two terms, if more terms are required it would be necessary to scan the parameters
space of all included couplings in order to obtain a complete picture of the flows.
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8 Detailed calculation

Truncating the potential at n = 2 we have the following effective average action

TL[®] = / 'z szgwﬁ“q)(x)(?”@(x) + %mzqﬁ(x) + %@4(@] (8.1)

Taking a scale derivative of the average effective action yields

arilel = [ d'e | 3010 000,8(0) + jomt)ea) + “ein)] (52

We can project out the coupling S-functions via the projecting operator

11 |
Lm0 Lk [®] = _%a‘lbcal;n (8T [®e])

; (8.3)

®.=0,q=0
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For example, to project out 0,2, we will need Il 59y going term by term for explicit-
ness

_ / Aoy o DR, OF 04D 1) (D7) . (8.4)
_ @2 d 2 92 [, 2852 2iqx
= d*20,2:03 07 [q*P2e* ] (8.5)
8 ®.=0,q=0
1 . , ,
— / d'20,2,03, [202¢”97 + BizqP2e* " + (2ix) > Ple* 7] (8.6)
8 ¢ ®,.=0,q=0
1
_1! / 20,2402 [207] (8.7)
8 ‘ D=0
1 d
For the next term we have
det L1y ez 02 (@200 — I [ atpameoz (2203  (8.9)
212127k e L e 8 HURTR e '
Bc=0,4=0 Be=0
= —/ddxﬁ@tmi (8.10)
And finally for the last term
/ddxlllﬁ)\ 9203, [Dre* ] (8.11)
2121 4171 a0 (e o000 '
1 .
= — [ d'z0\0; [(4- 3)D2e™ 7] =0 (8.12)
96 ! $.=0,q=0
Putting it all together we find
1
(5,900, [®] = /ddx {5&5% — x28tmz} (8.13)

The other parameters can be found easily by acting with II(3 ¢y and Il ), we are left
with the following three results

1
2,20, [P] = /ddx {58,5% — x28tm2} (8.14)
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1
IL(2,0)0: Tk [P] = 3 / d*z0ym; (8.15)
1
4,00, [@] = 1 /ddxat/\k (8.16)
Now we look to the RHS of the Wetterich equation
1

ST [(r,f) @] + Rk)—latRk} — (8.17)

First we need to compute Ff) (D]

% _ / d%{#ﬁw szaﬁ@(x)au@(x)} + WZ@@ Bmiqﬂ(m’)}

* w30 )

(8.18)
1 52 5 5 1 52 4
= /ddﬂv {§W [@(z) (=20 + mj) ®(x)] + EAkWQJ (95)}
(8.19)

For the first term I have integrated by parts (with the assumption that our field ®(x)
vanishes at the boundaries),

/ d*z[0" 0, D) = — / d*r®0*® (8.20)
Defining A = —2,0% + m} the first term becomes
1 9 ) Y
250(y) LM)—(Z)[(I)(x)]A(I)(I) + (I)(x)AcS(I)(z) [@(x)]} (8.21)
1 ) o
=3 {A—&D y)q)(z) + 550 (y)CD(z)A} (8.22)
=A (8.23)
The second term gives
1 52 4 o 4-3 2 _ 1 2
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Putting this all together we are left with
1
TP[®] = —2,0* +m? + 5P (2) (8.25)

Now we can plug this into the scale evolution Eq.(?7?)

1 1
OTW[®] = STt N 0, Ry (8.26)
[—z;ﬁ? +m3 + quﬂ(x) + Rk]
Now we define A = —2,.02 + m% + Ry,
1 1

A {1 + %Alxkqﬂ(:p)}

Now I can make use of the following operator expansion?

[1 + A—lAk<1>2(x)] . i S [A‘l)\k<1>2(a;)]k (8.28)

9k
k=0

Truncating all operators above ®* we are left with

1 ~ 1~ 1 /- 2
=T {A‘l {1 — §A‘1/\k<b2(x) +3 <A‘1)\k<1>2(x)) + 0(@6)} 8,5Rk} (8.29)
1 X —1 I —1\2 2 1 A 254
Expanding the trace in momentum space (9% ~ i*p* = —p?)
Ol [ 2 @2n)i / /dd [{ zkp2+mi+Rk(p))_1
- ? (ka +mj + Ri(p ))_ (p|22|p) (8.31)

2 _
# 28 (gt 4 i+ ) oo nely) o

2For this expansion to be valid the eigenvalues \; of the operator A=\, ®2 must satisfy the
condition |\;| < 1.
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1 1 d d 2 2 -1

§W/d x/d p[{ (zep? + mi + Ri(p))
— % (250 + m2 + Ri(p)) > %(p) (8.32)
+ AZ% (210” + mi + Ri(p)) " @ (p) }@Rk}

Applying the same projection operators (Eq.(8.3)) to this expression we are left
with

1 A _
(220,14 [®] = oL / i / d%;’“ [(zuﬁ +mj + Ry) 2x28tRk] (8.33)
1 A
2,00 [@] = ~ 2y /dda:/dd Zk [(zep® + mi + Ry) °0Ry,] (8.34)
1 A2
4,00,k [®] = 2n) /ddx/ddpgk [(zep® + mi + Ry) 20, Ry,] (8.35)

Equating with Eqs.(8.14)(8.15)(8.16) we find the following three relations

1 1 A _
500k — 220mi = @) / ddp?k [(zka +m? A+ Ry) x28tRk] (8.36)
1 2 1 d Ak 2 2 -2
S0mi = - @) d'p- [(zep® + mj, + Ry,) 20, Ry (8.37)
1 1 d A% 2 2 -3
110 = @) d'pg [(zep” + mj + Ry,) >0, Ry (8.38)

Plugging the result for dymy in Eq.(8.34) into Eq.(8.33) we see that
Dizp = 0 (8.39)

To make further progress we need to choose a regulator function Rj. To start we will
look at the optimized Litim regulator [2]

Ry (p) = 2z (K — p*) © (K* — p?) (8.40)
Where ©(x) is the Heaviside step function. Thus,

O Rf = 22,.k*O(K* — p?) (8.41)
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Plugging this regulator back in to Eq.(8.37)

Ao 1 -
dymi, = —7‘7 @ny /ddp [(zka +mi + (k2 = p?)O(k* — p?)) 22 k*O(k? — p2)]
\ (8.42)
= _ﬁ / ddp [zkp2 + mi + Zk(kQ - P2)} - 2k’ (8.43)
p2<k2
e e
_ dip | — 2 8.44
(27T)d p2<k? P (mi + Zkk’Z)Q ( )

Now the problem has been boiled down to computing the volume of d-dimensional

sphere of radius k&
/2

™
Qu(k) = ———K* 8.45
d( ) T (%l + 1) ( )
Where I'(z) = (z — 1)! is the Euler gamma-function. Note
1 2n)!
I'(n+ 5) = %ﬁ forn € Z* (8.46)
Thus we find , 4
A k
- kd [ 2 2 2] 7; ke (8.47)
(2m) | (mi 4+ 2k2)? | T (4 + 1)
Our second flow equation is then given by
.\ k2+d
dym? = Ll (8.48)

(2y/m)9T (£ + 1) (M + 2k?)?

Plugging the regulator into Eq.(8.38) gives

3\2 _
O\, = (27T,;d /ddp [(zka +mj, + 2z (k> — p*)O(k* — p)) 22 k20 (K> — p2)]
8.49
_ OX / d [( 2 4m2 o+ m (k2 — p?) lﬂ 8 50;
- (27T)d p2<k2 p Zk?p mk 2k p 2k .
A2 k2
S / dip | — 2 (8.51)
(27T) p2<k? (mi + Zkk2)
We are left with our final flow equation
)\2 k2+d
Dok = —— 0Nk (8.52)

(2y/m)4T (£ + 1) (mj + 2k2)3
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We can perform a redefinition of the couplings to obtain dimensionless S-functions

Mo = KN — A = Mk (8.53)
my = k7*m; — m; = mik? (8.54)
We have

O\, = ki(x D =k (4 —d)EIN + gt L5\ = g (4 —d)\, + pdx
t\k dk k k dk k k dk k
(8.55)

6/\2 k2+d 6/_\2 k872dk2+d

i - k i (8.56)

(2ym)0 (£ +1) (mp + 2k?)® (2y/m)0 (4 + 1) (M2k2 + 2,k2)3
65\%]{34/{3_[12].3

= 8.57
(2y/7)l (%l + 1) (m2 + z,)3 (8:57)
Equating both sides leaves us with the first dimensionless flow of interest
S 65\22’k -
O\, = L — (4 —d)A 8.58
R 2ym)I (L4 1) (m2 + )3 (4= D) (8.58)
We also have p p
om; = k%(mikﬁ) =k <2kmk + kQ%ﬁﬁ) (8.59)
_/\ka k2+d B _S\kkz;fdzk k2+d (8 60)
(24/7)4T (% + 1) (m2 + 2xk2)?  (24/7)iT (g + 1) (MmIk? + zxk?)? '
- VL (8.61)
(2y/m)T (4 +1) (M3 + 2,)? '
Equating both sides leaves us with
-
Oy = L — om? (8.62)

(2y/m)0 (£ + 1) (M + 21,)?
9 Background Field Method

9.1 Background field method in non-gauged theories

We now must introduce a method which will allow us to compute gauge-invariant
effective actions. In non-gauged theories, the background field method is identical
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9.1 Background field method in non-gauged theories

to the “field-shifting” method. We define an analogous the generating functional
of disconnected diagrams Z[.J] which is a function of the fluctuating fields ¢ plus
arbitrary background fields A which can be thought of as an alternate source.

ZuAy:/imﬂﬂusw+AAyhr¢H (9.1)

The source J only couples to fluctuating fields. We can then of course define the
analogous generator of connected diagrams, macroscopic averaged field, and effective
action.

SWIJ, A
o]

We now shift field in Eq.(9.1) ¢ — ¢ — A. This allows us to relate the conventional
and background field generating functionals. We find

WIS A = —ilnZ[J, )], &= @, N =W[JA—-J-& (9.2

- / Dl expli {SI6 N + 7 - (6 — N} (9.3)

= Z[J])exp [—iJ - A] (9.4)
Taking the logarithm of both sides
WA =W[J] = J -\ (9.5)
Differentiating both sides and noting Eqs.(9.2),(5.8) leaves us with the relation
d=>0— )\ (9.6)
Plugging into the defined background-field effective action
LR N=W[J]—-J A=J-(d=N)=W[J]—J -&=T][d (9.7)
But from Eq.(9.6), ® = & — \ thus,
T[®,\] =T[® + ] (9.8)
As a special case we can take ® = 0 such that

[0, \] = D[\ (9.9)

This indicates that the effective action can be determined by computing I'[0, A]. The
background-field effective action is just a conventional effective action computed in
the presence of the background field A.
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9.2 Background field method in gauged theories

9.2 Background field method in gauged theories

9.3 Gauge Invariant Generating Functional

As we saw in the previous section, for a Euclidean guage theory the generating
functional of disconnected Green’s functions is given by

Z[J, A] = / Dla’] det {%} exp {—S[flu +a,) —i / Az {%G“G“ + J;;Aj;}]
(9.10)
Where the gauge field Aj, has been split up into sum of a background field Aand a
fluctuating field aj,

Al = A%+, (9.11)
G“ is a gauge fixing term, and
a Aa a 1 a a
SIAY = SUA + i) = § [ a7, (9.12)
With
Fr, = 0 A, — O,A], + Qf“bCAZAf, (9.13)
= F:LCLLV + (D;A[A])abag - (DV[A])abaz + gfabcazai '
Where . . . o
Fo, = 0,A5 — 0,A% + gf AL A (9.14)
(DA, = a8 — i AL (T,) " (9.15)
is invariant under the gauge transformation
a 1 abgs, b
0A} = E(DM[A]) ow (9.16)

We can split this transformation such that the background field A transforms inho-
mogeneously whereas the fluctuation a, transforms homogeneously as a tenor in the

adjoint representation.
1 -

SAY = E(D”[A])“bdwb (9.17)
daj, = i(wa(Tb)aca; (9.18)

We should note that T}, here are the generators in the adjoint representation (TbT =1T)
which are related to the real structure constants by

fe = i(L)* = —i(T3)™ (9.19)
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(T T = i foeT° (9.20)

The source term in Eq.(9.10) is invariant under the transformation in Eq.(9.16)
provided that the source Jjj transforms homogeneously as an adjoint tensor. We will
choose to work in the background gauge with the gauge condition

G = (D,[A])®a" (9.21)

w

10 (S—functions for SU(N) Yang-Mills Theory in
d-dimensions
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